Scientific journal of Research studies in Future Computer Sciences, 2024, Vol. 2, No. 1, pp. 49-59

Scientific journal of Research studies
in Future Computer Sciences
www.journalhi.com/com/

Real-World Evaluation of an AIl-Empowered Predictive Decision
System to Optimise Enterprise Performance in SMEs

Zeynab HabibTabar 1~

1- Phd Student, Media Mnagement, Tehran university, Tehran, Iran. Email: z.habibitabar@gmail.com
* Corresponding Author

Abstract

Small and medium-sized enterprises increasingly rely on data-driven intelligence to navigate competitive markets, yet most decision-support
technologies remain insufficiently validated under real-world operational conditions. This study develops and evaluates an Al-empowered
predictive decision system designed to optimise enterprise performance across key operational domains, including sales forecasting,
customer retention, financial risk assessment, and inventory management. Drawing on real-world datasets obtained from publicly accessible
SME performance repositories and internationally recognised business analytics databases, the system integrates machine learning models,
interpretability layers, and operational decision rules to enhance managerial insight and responsiveness. The research applies a multi-stage
evaluation framework consisting of model accuracy assessment, business impact estimation, error distribution analysis, and comparative
benchmarking against traditional decision-making approaches. The empirical results indicate that predictive intelligence significantly
improves performance predictability and operational stability in SMEs, particularly under fluctuating market conditions. The system
demonstrates measurable improvements in forecasting precision, early detection of performance deterioration, and optimisation of resource
allocation. The embedded interpretability mechanisms provide transparent decision rationales that facilitate managerial trust and alignment
with strategic objectives. The study concludes that real-world validation of Al-driven decision systems is essential for designing scalable and
evidence-based business optimisation strategies. This research contributes a practical framework for integrating Al-driven predictive
analytics into SME management processes and offers actionable insights for policymakers, researchers, and enterprise leaders seeking to
advance data-driven decision-making capabilities.
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Such transformations are particularly relevant for SMEs,
where decision processes must be efficient, transparent and
dependable despite operational constraints. The capacity of
Al systems to provide rapid scenario evaluations, identify
emerging risks, and highlight latent performance patterns
positions them as vital instruments for enterprises seeking
agility and resilience.

Introduction

The increasing complexity of contemporary business
environments has intensified the need for advanced
analytical systems capable of supporting informed
managerial decision-making within small and medium-
sized enterprises (SMEs). Unlike large corporations, SMEs
often operate with constrained resources, narrower
margins for error, and heightened exposure to market
fluctuations. These conditions necessitate the adoption of

Technological advancements in machine learning have
further enhanced the ability of organisations to forecast
business performance with improved precision. Multiple

highly responsive and data-driven approaches to
operational optimisation. Artificial intelligence has emerged
as a central driver of such approaches, enabling
organisations to transform raw data into actionable insight
and enhance their capacity to anticipate performance
outcomes. Recent scholarly work emphasises that Al-
enabled decision mechanisms can substantially shift
organisational practices by improving prediction accuracy
and promoting evidence-based managerial reasoning [1].

The role of Al within organisational decision systems
has expanded from simple automation toward sophisticated
predictive engines that interact with dynamic operational
contexts. Studies have shown that Al-driven models
reshape organisational decision structures by introducing
new layers of algorithmic reasoning, adaptive pattern
recognition and high-frequency learning cycles, which
collectively support managers in navigating uncertainty [2].

empirical investigations have shown that models trained on
SME-level data—covering sales trajectories, operational
costs, customer behaviour and inventory conditions—can
reliably predict performance outcomes and detect early
signs of operational deterioration [3]. These findings
underscore the potential value of Al-based predictive
systems, particularly when applied to heterogeneous
operational datasets that reflect real-world business
dynamics. However, the practical implementation of such
systems within SMEs remains uneven, mainly due to
technological barriers, the cost of adoption and the limited
availability of structured decision-support frameworks
tailored specifically to smaller enterprises.

Despite the expanding literature on Al integration in
business management, SMEs continue to face unique
challenges that hinder effective utilisation of predictive
analytics. Organisational readiness, cultural disposition
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toward digital tools and the strategic alignment of
technology investments with business objectives are
frequently cited as determinative factors in successful Al
adoption [5]. The fragmented nature of operational data in
SMEs further complicates the creation of robust predictive
engines. In many enterprises, performance indicators are
stored across disconnected systems, resulting in limited
visibility and reducing the actionable value of analytics. As
researchers argue, while the conceptual advantages of Al
are widely recognised, empirical validation under real-
world operational conditions remains insufficient,
particularly for enterprises located in fast-changing
markets [6]. This gap highlights the need to evaluate how
Al-driven decision systems perform when applied directly
to authentic business datasets and actual operational
workflows.

At the same time, global competitive pressures have
accelerated the movement toward data-centric decision
frameworks. The literature notes that managerial reliance
on intuition alone is increasingly unsustainable in
environments  characterised by  volatility, rapid
digitalisation and high customer expectations [7]. Al-
powered predictive systems provide a structured
alternative by assisting managers in interpreting complex
signals and synthesising insights across multiple
operational dimensions. For SMEs, such systems offer a
potential pathway toward improved forecasting capability,
reduced operational risk and enhanced strategic
responsiveness. Nevertheless, meaningful progress depends
on rigorous real-world evaluation that moves beyond
theoretical claims and simulated datasets. Understanding
how predictive Al systems behave in practical settings—
where data imperfections, noise, seasonal patterns and
human decision behaviours coexist—is essential for
determining their reliability, scalability and value.

The increasing emphasis on organisational adaptability
has positioned predictive analytics as a foundational
component of contemporary management systems. SMEs,
in particular, must navigate highly variable operational
environments where demand patterns, input costs and
customer expectations shift rapidly. In such contexts, the
integration of Al-based predictive engines enables
enterprises to transition from reactive decision-making
toward anticipatory strategies that support long-term
stability. Scholars highlight that the deployment of
predictive intelligence allows managers to evaluate multiple
operational scenarios simultaneously, reducing uncertainty
and improving the consistency of decisions across
fluctuating market cycles [1]. The ability to generate timely
insights from diverse data streams enhances an enterprise’s
capacity to respond proactively rather than adjust after
performance deterioration has already occurred.

The strategic role of Al in shaping organisational
decision structures extends beyond predictive accuracy.
Research demonstrates that Al-infused systems introduce
new paradigms in which algorithmic outputs interact with
managerial judgement to form hybrid decision processes
[2]. Rather than replacing human reasoning, these systems
serve as augmentation mechanisms that refine, validate and
expand the scope of managerial interpretation. For SMEs,
where decision-making responsibilities often concentrate
within small leadership teams, such augmentation provides
a critical buffer against cognitive bias, limited expertise in
data analysis and resource limitations that restrict the

ability to conduct comprehensive evaluations manually.
This blended interaction between machine intelligence and
human insight strengthens organisational resilience and
enhances the precision of operational planning.

Machine learning models have become increasingly
sophisticated in identifying performance drivers within
SMEs. Studies indicate that these models can uncover subtle
relationships between operational factors that traditional
analytical methods often overlook [3]. For example,
interactions between seasonal demand fluctuations,
supplier reliability, lead times, customer churn tendencies
and cash flow cycles can be modelled with greater detail
and predictive stability. This heightened analytical
capability is particularly important for enterprises
operating within competitive sectors where minor
inefficiencies or delays can materially affect long-term
profitability. By illuminating patterns embedded within
complex datasets, Al-driven predictive systems contribute
to more informed allocation of resources, improved pricing
decisions and strategic refinement of operational processes.

However, the adoption of Al decision-support tools
within SMEs remains uneven due to organisational barriers
and structural limitations. Research emphasises that many
enterprises lack the digital maturity required to implement
advanced analytical systems effectively [5]. Challenges such
as limited staff expertise, absence of unified data
warehouses and inadequate technological infrastructure
frequently impede successful integration. Moreover, the
cost of acquiring, maintaining and updating Al systems can
be prohibitive for smaller firms, especially those operating
in markets with unstable revenue streams. As a result,
despite clear evidence of the potential benefits, widespread
adoption has yet to be realised.

Furthermore, comparative analyses across different
economies suggest that the productivity gains associated
with Al implementation vary considerably depending on
organisational preparedness and sector-specific conditions.
Ates and colleagues observe that SMEs in digitally advanced
environments experience measurable improvements in
operational output following Al adoption, while enterprises
in less digitised contexts often face longer adaptation
periods and inconsistent results [6]. These disparities
underscore the need for context-sensitive models that
account for market structure, data availability and
organisational capability. Effective Al systems must
therefore be adaptable, scalable and responsive to the
distinctive constraints faced by SMEs rather than relying
solely on frameworks designed for larger corporations.

In parallel, decision-support literature highlights that
high-quality managerial decisions increasingly require the
synthesis of both quantitative and qualitative factors. Al-
driven predictive tools serve as structured mechanisms for
fusing these elements, enabling enterprises to align
operational insights with strategic priorities more
effectively [7]. For SMEs seeking sustained competitiveness,
such alignment is essential. Yet academic consensus also
stresses that the true value of Al systems cannot be
assessed through theoretical models alone. Real-world
evaluation—based on authentic enterprise data,
operational workflows and measurable performance
indicators—is crucial for determining whether predictive
systems function reliably under non-ideal, everyday
conditions.
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As enterprise environments evolve, the interplay
between technological innovation and managerial
capability becomes increasingly significant. SMEs, which
typically operate within narrower operational bandwidths
than large firms, often experience amplified effects from
market instability, supply chain disruptions and rapidly
shifting consumer preferences. In such settings, predictive
decision systems powered by artificial intelligence offer a
structured means of stabilising performance and identifying
vulnerabilities before they escalate into operational crises.
Miller and colleagues argue that Al-enhanced decision
frameworks reshape organisational thinking by introducing
systematic, data-driven structures that help managers
evaluate uncertainty with a higher degree of analytical
discipline [1]. This transition marks a departure from
intuition-driven management toward more evidence-
grounded operational governance.

One central theme within recent literature concerns the
transformative influence of Al on organisational decision
hierarchies. As Al systems become embedded in routine
workflows, they gradually alter how information flows
through the enterprise and how strategic priorities are
framed. Shrestha and co-authors highlight that algorithmic
insight increasingly acts as an intermediary layer within
organisational structures, shaping which data points
receive managerial attention and which operational signals
are treated as strategically significant [2]. For SMEs, this
restructuring can be particularly impactful because
leadership teams often rely on compressed information
channels and rapid judgement calls. Al-driven predictive
systems, therefore, provide structured visibility across
operational domains that might otherwise be overlooked
due to time pressure or resource limitations.

Furthermore, empirical evidence from performance
prediction studies suggests that machine learning models
are capable of capturing nonlinear dependencies between
financial indicators, operational metrics and behavioural
data that traditional statistical models often cannot
represent effectively [3]. SMEs benefit materially from this
capability, as their operational data frequently exhibit
irregular patterns influenced by seasonality, supply delays,
sudden demand surges and cash flow sensitivity. Predictive
engines trained on such data can identify early warning
signs of performance deterioration, enabling enterprises to
allocate resources more judiciously and adjust operational
plans before negative trends become entrenched. These
models also allow SMEs to simulate the potential outcomes
of various strategic decisions, supporting scenario-based
planning and risk mitigation.

Despite their potential, however, the path toward
integrating Al decision-support tools within SMEs is neither
straightforward nor uniform. Organisational readiness,
leadership commitment and digital culture are repeatedly
highlighted as critical determinants of successful adoption
[5]. When enterprises lack foundational digital
infrastructure, even advanced predictive systems may
deliver suboptimal results. This disparity points to a
broader challenge: Al tools alone cannot resolve
performance issues unless SMEs concurrently strengthen
their data governance, staff capabilities and technological
architecture. Without such complementary investments,
predictive systems may generate accurate insights that fail
to translate into improved performance due to weak
implementation pathways.

[\

Moreover, research on Al-enabled productivity
enhancement reveals substantial variation across regions,
industries and enterprise sizes. Ates and collaborators find
that SMEs embedded within digitally mature ecosystems
experience significantly greater gains from Al-enhanced
optimisation models compared to firms operating in less
developed digital environments [6]. This divergence
underscores the importance of contextual sensitivity when
evaluating predictive systems. A model that demonstrates
strong performance in one setting may require adaptation
to function effectively elsewhere, especially when data
quality, market conditions and organisational structures
differ. The need for contextual calibration reinforces the
value of real-world evaluation frameworks that examine Al
systems under authentic operating conditions rather than
relying solely on experimental or synthetic datasets.

At the same time, scholarly discussions on managerial
decision support emphasise that Al systems must not only
deliver accurate forecasts but also integrate seamlessly into
human-led decision processes. According to Dwivedi et al.,
effective organisational decision-making depends on the
alignment between algorithmic reasoning and managerial
cognition, allowing data-driven insights to complement
rather than overshadow strategic judgement [7]. SMEs,
whose decision environments are shaped by time
constraints and resource limitations, particularly benefit
from such alignment. Therefore, predictive systems must
provide transparent, interpretable and actionable
recommendations that support managers in refining their
decisions without creating new layers of complexity or
dependency.

Within this broader transformation of managerial
practice, the central challenge lies not merely in developing
sophisticated predictive algorithms but in ensuring their
operational validity when applied to real business
environments. Many studies recognise that algorithmic
models often perform well in controlled experimental
settings yet encounter substantial variability when
confronted with unstructured, incomplete or noisy
enterprise data [1]. For SMEs, whose operational records
may lack standardisation or suffer from irregular collection
practices, this gap between theoretical capacity and
practical performance becomes even more pronounced.
Addressing this gap requires systematic evaluation
methodologies that assess how predictive systems behave
when integrated into actual workflows, including their
stability under shifting market conditions and their
responsiveness to rapid operational changes.

The literature further suggests that Al-enabled decision
systems achieve their full potential only when they support,
rather than replace, managerial agency. Organisational
decision-making does not occur in isolation from human
judgement; instead, it emerges from continuous
interactions between data, experience, contextual insight
and strategic interpretation. Shrestha and colleagues note
that Al systems influence these interactions by framing
which patterns managers perceive and how they interpret
operational signals [2]. Consequently, the design of
predictive systems must emphasise interpretability and
clarity to strengthen managerial trust. Without transparent
mechanisms for wunderstanding how predictions are
generated, managers may hesitate to adopt or rely on Al-
generated insights, thereby limiting the effectiveness of
such systems.
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Machine learning research focused on business
performance forecasting also highlights the growing need
for models that can generalise across heterogeneous data
environments. As Chatterjee et al. observe, SMEs frequently
operate with multidimensional data streams that vary
widely in structure, volume and quality [3]. For predictive
systems to function effectively, they must be capable of
integrating these disparate data types while preserving
stability and reducing the risk of overfitting. This
requirement is particularly relevant when models are
deployed to support strategic decisions such as inventory
optimisation, budgeting, market expansion or pricing
adjustments, where errors may carry significant financial
consequences.

Reliable adoption of Al-based predictive analytics
further depends on organisational capacity to interpret
model outputs in ways that align with strategic priorities.
Studies demonstrate that SMEs open to digital
transformation, and willing to develop relevant capabilities,
experience stronger performance improvements after
implementing Al solutions [5]. In contrast, enterprises
without adequate digital maturity often struggle to
translate predictive insights into operational actions,
leading to inconsistent or diminished benefits. This
disparity indicates that technological tools alone cannot
deliver performance optimisation; they must be
complemented by managerial structures, workflows and
competencies that enable sustained utilisation.

Cross-national research on Al-driven productivity also
reveals that real-world impacts vary significantly according
to the maturity of local digital ecosystems [6]. SMEs
embedded within digitally supportive frameworks—such as
reliable data infrastructures, accessible analytics tools and
training opportunities—tend to exhibit stronger gains in
efficiency and resilience. These findings suggest that any
rigorous evaluation of Al-based predictive decision systems
must consider environmental factors surrounding the
enterprise, not merely the computational capabilities of the
model itself. Real-world assessment therefore requires a
holistic approach that accounts for organisational,
technological and contextual variables simultaneously.

Recent discussions in the field of decision support
underline the importance of designing Al systems that
integrate human expertise, contextual awareness and
adaptive reasoning [7]. A predictive engine may identify
potential performance risks before they materialise, but the
interpretation and operationalisation of those insights still
depend on managerial judgement. Thus, the effectiveness of
Al-driven systems ultimately hinges on collaborative
functionality, in which humans and algorithms share
complementary roles. This perspective reinforces the need
for empirical studies that examine Al systems operating
within living, evolving business environments rather than
relying solely on theoretical constructs or laboratory
conditions.

Against this background, the present research aims to
fill a critical gap by conducting a real-world evaluation of an
Al-empowered predictive decision system specifically
designed to optimise SME performance. By grounding the
assessment in authentic operational data and analysing
model behaviour under practical constraints, this study
contributes to the advancement of evidence-based decision-
support methodologies tailored for smaller enterprises. The
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findings aim to deepen understanding of how predictive
analytics can enhance organisational performance,
strengthen strategic planning and support SMEs in
navigating increasingly complex market environments.

Problem Statement

Despite the rapid advancement of artificial intelligence
in organisational management, a fundamental gap persists
between the theoretical capabilities of predictive decision
systems and their actual performance within real
operational environments. While numerous studies
highlight that Al-driven predictive analytics can enhance
forecasting accuracy, streamline resource allocation and
identify emerging risks in enterprise settings, far fewer
investigations have examined how these systems function
when embedded directly into the day-to-day workflows of
small and medium-sized enterprises. SMEs operate within
data environments that are often fragmented, irregular and
sensitive to external market fluctuations. These conditions
differ markedly from controlled research contexts, yet they
represent the true operational landscape in which
predictive systems must ultimately function.

Existing research also indicates that SMEs commonly
adopt Al tools without sufficient validation of their
reliability under conditions such as incomplete datasets,
inconsistent reporting cycles, sudden demand variations or
shifts in supply chain stability. As a result, enterprises may
rely on systems whose predictive behaviour has not been
thoroughly assessed in real-world use cases. Such reliance
introduces significant risk, particularly when decisions
influence areas like financial planning, customer retention
strategies, inventory levels or resource distribution.
Without evidence that predictive systems can maintain
stability, interpretability and accuracy under practical
constraints, SMEs may face strategic misalignment,
operational inefficiencies or unanticipated performance
deviations.

Another core unresolved issue concerns the interaction
between managerial judgement and algorithmic output.
Predictive models may generate accurate forecasts, yet
their value depends on how effectively managers can
interpret and operationalise the insights they provide. In
real organisational settings, decision-making is shaped not
only by data but by contextual factors, time pressure,
experience and organisational norms. When predictive
systems lack transparency or fail to adapt to ongoing
operational changes, managers may struggle to reconcile
algorithmic recommendations with practical business
considerations. This disconnect can result in either
overdependence on algorithmic outputs or, conversely, a
lack of trust that prevents meaningful utilisation.

Given these challenges, a structured investigation is
needed to determine whether an Al-empowered predictive
decision system can genuinely optimise SME performance
when evaluated against authentic operational data, realistic
constraints and evolving business conditions. The central
problem addressed in this research is the absence of
comprehensive, real-world empirical validation of such
predictive systems, including their stability, interpretability,
responsiveness and measurable impact on enterprise
performance. Without this validation, the strategic
integration of Al into SME decision processes remains



HabibiTabar

Scientific journal of Research studies in Future Computer Sciences, 2024, Vol. 2, No. 1, pp. 49-59

incomplete, and the potential advantages of predictive
intelligence cannot be fully realised.

Materials and Methods

The methodological framework of this research was
designed to enable a rigorous, real-world evaluation of an
Al-empowered predictive decision system within the
operational context of small and medium-sized enterprises.
The study employed a mixed-method approach combining
quantitative modelling, empirical testing on real datasets
and qualitative assessment of interpretability outputs. This
design ensured that the evaluation captured both the
computational behaviour of the predictive system and the

practical implications of its deployment in SME
environments.

1. Data Sources and Real-World Dataset
Construction

To reflect authentic enterprise dynamics, this research
utilised publicly accessible and verifiable datasets of SME
operational performance drawn from international
business analytics repositories, including financial flows,
transaction logs, customer retention indicators, monthly
sales performance, supply cycle variations and inventory
turnover ratios. These datasets mirror the heterogeneous
data environments typical of SMEs, where records differ in
granularity, completeness and temporal continuity. This
characteristic made them appropriate for assessing how
predictive systems respond to real-world inconsistencies.

Data preprocessing involved normalisation of numeric
fields, imputation of missing values using model-based
estimation and detection of outliers through interquartile
range analysis. Consistent with practices recommended in
machine learning performance prediction studies, noise
reduction techniques and data segmentation strategies
were applied to preserve reliability while maintaining the
integrity of original patterns [3]. After preprocessing,
datasets were divided into training, validation and test
subsets using temporal cross-validation to ensure that
predictions were evaluated against future, unseen
operational periods rather than random partitions.

2. Predictive Modelling Architecture

The Al-empowered decision system incorporated a
multi-layer predictive architecture combining gradient-
boosting models, long short-term memory networks and
interpretable rule-based layers. This hybrid design was
selected to capture both temporal dependencies within SME
performance cycles and nonlinear associations across
operational variables. Empirical analyses in recent
literature demonstrate that ensemble and hybrid systems
achieve higher forecasting accuracy in business
environments characterised by volatility and irregular
patterns [11]. The inclusion of interpretable rule layers
ensured that managerial decision processes remained
aligned with algorithmic reasoning.

Model training parameters—learning rates,
regularisation terms and sequence lengths—were
optimised through Bayesian search, enabling efficient
convergence while reducing overfitting. Performance
metrics included mean absolute error, root-mean-square
error, directional accuracy and relative improvement over
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baseline traditional forecasting methods. This combination
allowed for a multidimensional evaluation of predictive
system reliability.

3. Real-World Simulation and Stress Testing

To replicate operational constraints faced by SMEs, the
predictive system underwent stress testing under
conditions such as data interruptions, sudden shifts in
demand indicators, unbalanced class distributions and
lagged reporting intervals. Productivity research confirms
that SMEs frequently experience these disruptions, making
them critical variables for assessing system robustness [6].
The simulation environment allowed controlled
manipulation of these conditions while retaining the
underlying real-world dataset structure.

Stress tests measured the stability of predictions, the
system's ability to adjust to changing operational states and
the consistency of performance across fluctuating patterns.
Outputs were recorded at each simulation stage and later
compared with baseline performance in stable conditions.

4. Decision-System Integration Framework

The predictive engine was embedded into a structured
decision-support framework designed to reflect the
operational routines of SMEs. This framework consisted of
three functional layers: (1) a data-processing layer that
continuously ingested and filtered operational inputs; (2) a
predictive analytics layer that generated short-term and
medium-term forecasts for key performance indicators; and
(3) a decision-recommendation layer that translated
predictive outputs into actionable managerial insights. The
integration of these layers aimed to ensure that the system
was not merely a forecasting tool but a coherent decision-
support mechanism capable of influencing enterprise
strategy.

According to organisational decision-support literature,
Al-based systems yield meaningful impact only when their
outputs are accessible, interpretable and aligned with
managerial cognition [7]. Therefore, the system employed a
structured decision interface that displayed recommended
actions alongside predictive confidence intervals, allowing
managers to assess both the forecast and its degree of
uncertainty.

5. Interpretability and Explainability Mechanisms

In line with contemporary standards for ethically
aligned Al use in organisational settings, the system
incorporated interpretability modules capable of generating
human-readable explanations for model outputs. These
mechanisms were essential because SMEs often rely on
decision-makers who may not have extensive data science
expertise. The interpretability layer leveraged rule
extraction, feature attribution analysis and contrastive
explanation generation to clarify how specific operational
variables influenced predicted performance levels.

The study adopted principles outlined in Al decision-
analysis literature, which emphasise the need for
transparency to build managerial trust and enhance the
usability of predictive systems in real environments [13].
Each prediction was accompanied by insights highlighting
the variables exerting the highest positive or negative
influence. These explanations supported more informed
strategic discussions and strengthened alignment between
algorithmic reasoning and managerial expectations.
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6. Evaluation Metrics and Comparative
Benchmarking
To determine the system’s operational value,

performance was assessed using a range of evaluation
metrics. Predictive accuracy was measured across multiple
horizons, including one-week, one-month and quarterly
intervals. Traditional indicators such as root-mean-square
error and mean absolute percentage error were used
alongside directional metrics that captured the system’s
ability to anticipate upward or downward trends.

Benchmarking involved comparing the Al system’s
performance with classical forecasting methods, including
autoregressive integrated moving average models and
static regression-based predictors. This comparative
assessment followed the recommendations of business
analytics research indicating that SMEs require practical
evidence demonstrating the superiority of Al-based
frameworks over traditional tools before committing to
adoption [15].

7. Qualitative Assessment of

Interpretability

Managerial

To complement quantitative findings, the research
incorporated a qualitative evaluation of how interpretable
outputs influenced managerial understanding of
operational dynamics. A subset of SME managers
participated in interpretability review sessions, where they
examined rule-based explanations and feature-attribution
visualisations produced by the system. Although this
component did not seek to measure managerial satisfaction
directly, it aimed to assess whether interpretability
mechanisms improved comprehension of predictive
outcomes and enhanced decision confidence.

Findings from similar studies emphasise that
interpretability plays a decisive role in determining
whether Al systems can be successfully integrated into daily
decision routines [11]. Therefore, feedback was analysed to
determine how well the system’s explanations aligned with
actual managerial reasoning processes and whether these
explanations facilitated clearer operational planning.

8. Real-World Validation Procedure

To ensure that the predictive decision system was
evaluated under authentic operational constraints, a real-
world validation protocol was implemented. This protocol
required that the system generate predictions based on
sequential data streams that mirrored actual SME reporting
cycles. Instead of relying on static datasets, the evaluation
framework processed incoming data in temporal order,

thereby replicating the incremental nature of real
organisational wupdates. This approach aligned with
recommendations in  productivity  and digital

transformation studies, which emphasise that predictive
systems must be tested against evolving data environments
to assess their stability over time [6].

During validation, model outputs were compared with
actual enterprise performance metrics recorded in
subsequent operational periods. Deviations between
predicted and actual outcomes were analysed to assess
error patterns, detect bias and determine whether
predictive performance remained consistent across
different operational phases. This process allowed for the
identification of structural weaknesses, such as diminished
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accuracy during periods of high demand volatility or shifts
in supplier reliability.

9. System Robustness and Reliability Assessment

Robustness analysis was conducted to evaluate the
system’s resilience under variable data quality conditions.
SMEs frequently encounter data inconsistencies, including
missing entries, irregular reporting frequencies and abrupt
fluctuations caused by market disruptions. To examine
robustness, controlled perturbations were introduced into
test datasets, including artificial delays in reporting cycles,
partial removal of feature sets and simulated spikes in sales
or operational costs.

This approach followed methodological principles
documented in machine learning performance evaluation
research, which underscore the importance of examining
model behaviour under adverse conditions to determine
practical reliability [11]. The system’s responses to
perturbations were evaluated using stability metrics,
measuring the extent to which predictions deviated from
baseline forecasts generated under normal conditions.

10. Decision Impact Analysis

Beyond computational accuracy, the study sought to
determine whether the predictive system offered actionable
value to SME decision processes. To assess this dimension, a
decision impact analysis was conducted comparing
managerial decisions made with and without the assistance
of the Al system. This analysis considered several
operational dimensions, including inventory adjustments,
cost-management strategies, pricing decisions and resource
allocation.

Predictions and their corresponding interpretability
outputs were provided to decision reviewers, who then
evaluated whether the Al-enhanced insights contributed to
more accurate, timely or strategically aligned decisions. The
analysis was informed by prior research demonstrating that
Al-based systems can elevate strategic alignment when
their outputs are interpretable and operationally relevant
[13]. Comparative scenarios were constructed to evaluate
improvements in accuracy, efficiency and responsiveness.

11. Benchmark Analysis and Performance Gains

To synthesise the outcomes of the evaluation, system
performance was compared with baseline traditional
forecasting models. Differences in error reduction,
directional accuracy and timeliness of actionable insights
were quantified and documented. This comparative
benchmark served to determine whether the Al system
offered meaningful operational advantages beyond those of
conventional analytical tools, reflecting recommendations
from SME performance optimisation literature [15].

The aggregation of these findings formed the basis for
assessing the system’s overall contribution to enterprise
performance optimisation. Only after all quantitative and
qualitative analyses were consolidated was the system
judged on its effectiveness, limitations and potential for
scalable deployment within SME environments.

Results

The evaluation of the Al-empowered predictive decision
system produced a series of findings demonstrating its



HabibiTabar

Scientific journal of Research studies in Future Computer Sciences, 2024, Vol. 2, No. 1, pp. 49-59

capacity to enhance the operational performance of SMEs
under real-world conditions. The system was tested across
multiple performance indicators—monthly sales, customer
retention probability, operational cost fluctuations,
inventory turnover rates and short-term cash-flow stability.
These indicators were selected due to their centrality in
SME sustainability and their sensitivity to market volatility.

1. Predictive Accuracy Across Operational
Indicators
The predictive system demonstrated significant

improvements in forecasting accuracy compared with
traditional baseline models. When applied to the real-world
dataset, the hybrid learning architecture achieved a
noticeable reduction in forecasting error across all KPI
categories. Monthly sales predictions exhibited the highest
level of precision, followed by retention probability and
inventory turnover. These results were consistent
throughout the temporal test periods, including phases
characterised by unstable demand patterns.

The model's directional accuracy—the ability to
correctly identify whether an indicator would rise or fall—
also demonstrated consistent reliability. This metric is
particularly important in SME environments where
decision-makers often rely on trend direction rather than
exact numerical forecasts to guide strategic planning. The
results indicated that the system accurately captured short-
term variations, suggesting a high degree of sensitivity to
latent behavioural patterns within operational data.

2. Real-World Performance Under Volatile Market
Conditions

An essential component of the evaluation involved
examining how the predictive system responded during
high-volatility intervals. These periods included sudden
demand surges, seasonal downturns and shifts in supply
chain timelines. Across these intervals, the system
maintained stable performance with only moderate
fluctuation in error margins. This stability was attributed to
the hybrid architecture, which integrated temporal
sequence modelling with nonlinear feature interactions.

One of the notable findings was the system’s ability to
maintain predictive coherence even when input data
contained missing values, irregular timestamps or noise.
While accuracy did decline slightly under extreme volatility,
the model’s resilience indicated that it retained meaningful
signal extraction despite the reduced quality of inputs. This
outcome underscores the system’s potential as a practical
tool for SMEs where data collection systems are often
imperfect.

3. Comparative Performance Gains Over Traditional
Models

When benchmarked against baseline forecasting
methods, the Al-driven system demonstrated measurable
improvements across multiple dimensions. Reductions in
mean absolute error ranged from 18% to 34% depending
on the operational indicator, with the strongest gains
observed in sales forecasting and inventory turnover
prediction. Traditional models showed greater sensitivity to
noise and structural breaks in the data, whereas the Al
system adapted more effectively to irregularities.

Additionally, the decision-support layer generated
strategic recommendations that reflected both predictive
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values and their associated uncertainty. This provided
managers with a multi-dimensional perspective, enabling
more informed decisions regarding resource distribution,
promotional planning and procurement scheduling. The
interpretability layer played a significant role in enhancing
decision confidence by clarifying which variables
contributed most to the forecasts.

4. Stability Analysis and Error Distribution Patterns

The stability of the predictive system was further
assessed through an examination of its error distribution
across the full evaluation period. The distribution
demonstrated a narrow concentration around low-error
values, indicating a high degree of consistency even during
shifts in operational cycles. In particular, error values
remained stable during transitions between routine activity
periods and high-intensity operational intervals, suggesting
that the system could adapt to evolving trends without
significant performance degradation.

A detailed examination of residual patterns revealed
that the system was effective at minimising systematic bias.
Instances of underprediction and overprediction appeared
in relatively balanced proportions, demonstrating that the
model did not consistently favour one direction of deviation.
This is a critical factor for SMEs that rely on predictive tools
to guide budget allocation, procurement decisions and
workforce planning. Balanced residuals indicate that
decision-makers can use predictive outcomes without
systematically adjusting for skewed behaviour.

In addition, performance during low-data-density
intervals—periods where SMEs recorded fewer operational
events—was notably strong. The system compensated for
limited data through its temporal generalisation capabilities
and nonlinear feature-mapping architecture. This suggests
that SMEs with smaller datasets, irregular reporting
patterns or fragmented records can still benefit materially
from the Al decision-support engine.

5. Behaviour Under Stress-Tested Conditions

The real-world simulation environment subjected the
system to several stress-tested conditions, including
artificial delays in data reporting, partial feature omissions
and abrupt shifts in demand patterns. These stress
scenarios were used to approximate conditions that SMEs
encounter in everyday operations, such as sudden supplier
delays, changes in customer behaviour or incomplete data
entries.

Across these scenarios, the system demonstrated robust
adaptation capabilities. When data reporting delays were
introduced, the system preserved forecast coherence by
leveraging sequential dependencies captured in its
temporal modelling component. When partial feature
omissions were simulated, the model compensated by
increasing the weight of remaining features that maintained
predictive relevance. This dynamic rebalancing enabled the
model to preserve a significant portion of its baseline
accuracy even when critical features were temporarily
unavailable.

The most challenging scenario involved abrupt demand
fluctuations, where traditional forecasting models typically
struggle due to the presence of non-stationarity. Under
these conditions, the Al system exhibited strong resilience,
maintaining directional accuracy and showing only a
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moderate increase in error. This result suggests that the
predictive  engine is suitable for environments
characterised by unstable market conditions, a common
reality for SMEs in competitive sectors.

6. Initial Observations on Decision Impact

Preliminary assessments of the Al system'’s influence on
managerial decision processes revealed several noteworthy
outcomes. Managers who interacted with the system's
interpretability layer reported clearer understanding of
performance drivers and improved ability to anticipate
operational bottlenecks. The integration of rule-based
explanations with predictive outputs provided structured
insights that could be readily translated into action.

Moreover, the decision-recommendation component
allowed for comparative evaluation of strategic options. For
example, the system could indicate whether adjusting
procurement schedules or modifying discount strategies
would yield a more favourable impact based on predicted
demand patterns. These recommendations demonstrated

the potential to support incremental performance
improvements without requiring major operational
restructuring.

7. Multi-Parameter Analysis of Key Performance
Indicators

To evaluate the predictive engine across multiple
operational dimensions, a multi-parameter comparative
table was developed. This table summarises the system’s
performance across five core KPIs: monthly sales, customer
retention probability, operational cost variation, inventory
turnover and short-term cash-flow stability. These
indicators reflect the fundamental operational areas in
which SMEs require consistent decision support.

Table 1. Multi-Parameter Evaluation of Predictive
System Performance Across Core SME Indicators

Indicator = Baseli Al Direction Improve

(KPI) ne Syste al ment in
Model m Accuracy = Accuracy
Error Error = (Al (%)
(MAE) (MAE) System)

Monthly 14.8 9.7 89% 34.5%

Sales

Customer @ 12.2 8.4 87% 31.1%

Retention

Probabilit

y

Operation 10.5 7.9 83% 24.7%

al Cost

Variation

Inventory 16.1 10.8 86% 32.9%

Turnover

Cash-Flow 11.7 8.1 81% 30.7%

Stability

The results in Table 1 demonstrate that the Al-powered
predictive system consistently outperformed traditional
models across all examined indicators. Monthly sales
forecasting exhibited the highest improvement rate, with
accuracy increasing by over 34 percent. This result is
particularly important for SMEs whose revenue streams are

INg

highly sensitive to seasonal fluctuations and market
volatility.

Customer retention probability—another critical factor
influencing long-term competitiveness—also showed
strong improvements. The Al model captured subtle
behavioural patterns in customer activity logs, enabling
more reliable identification of potential churn signals.

Inventory turnover predictions benefited significantly
from the model’s nonlinear mapping capabilities, which
allowed for better recognition of relationships between
sales velocity, procurement cycles and stock depletion rates.
SMEs often struggle to balance inventory levels due to
unpredictable customer demand; therefore, improvements
in this indicator have direct implications for cost reduction
and operational fluidity.

Short-term cash-flow stability exhibited notable gains as
well. Although this indicator is particularly challenging due
to its dependency on irregular financial events, the
predictive model generated stable outputs that contributed
to improved planning accuracy.

Across all KPIs, the system’s directional accuracy
remained consistently strong, indicating its ability to inform
strategic decisions based on trend forecasting rather than
precise numerical output alone. This is a crucial advantage
in real SME environments where timely directionality often
outweighs marginal differences in numeric estimates.

8. Cross-Indicator Consistency and Performance
Reliability

An important finding emerging from the multi-
parameter evaluation is the system’s cross-indicator
consistency. Despite the heterogeneous nature of the
KPIs—spanning financial, operational and behavioural
domains—the model maintained relatively uniform
performance improvements across all categories. This
suggests that the system’s hybrid architecture is capable of
generalising its predictive capacity beyond any single data

type.

Analysis of prediction intervals revealed that
uncertainty estimates remained narrow during periods of
stable operations and widened during high-volatility
intervals, indicating that the model appropriately calibrated
its confidence according to underlying data conditions. This
adaptive behaviour supports robust decision-making by
providing managers with a nuanced understanding of
prediction reliability.

Furthermore, the internal correlation analysis showed
that improvements in one KPI did not occur at the expense
of another. For example, enhancements in sales prediction
did not diminish accuracy in cash-flow forecasting,
demonstrating that the system preserved multidimensional
optimisation rather than focusing on single-indicator
performance gains.

9. Temporal Performance of the

Predictive System

Dynamics

To better understand how the Al-driven predictive
engine performed across different operational phases, a
temporal analysis was conducted spanning twelve
consecutive business cycles. This analysis evaluated the
system’s behaviour under normal, transitional and high-
volatility conditions. The temporal performance curves
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indicated that the model maintained stable accuracy across
extended periods while demonstrating flexibility during
irregular fluctuations in operational patterns.

During stable cycles—typically characterised by
predictable customer activity and consistent inventory
movement—the system achieved narrow prediction
intervals and minimal deviation from actual observed
results. Transitional cycles, which reflect shifts such as
seasonal changes or mild disruptions in supply logistics,
initially produced a modest widening of interval ranges;
however, the system quickly adapted as it absorbed
updated inputs.

The most compelling results emerged during high-
volatility cycles. Although absolute errors increased slightly,
the system maintained strong directional accuracy and
preserved coherence across KPIs. This resilience is
particularly relevant for SMEs operating in markets where
external shocks—economic, regulatory or logistic—can
cause rapid performance divergence.

10. Multi-Variable Interaction Analysis

The predictive architecture was designed to capture
nonlinear interactions among sales trends, customer
behaviour metrics, supply-chain timing, cost structures and
cash-flow cycles. The evaluation revealed that the system
successfully modelled complex dependencies across these
dimensions. For example, shifts in customer retention
metrics were frequently correlated with sales velocity
changes, while inventory turnover showed strong
interaction effects with procurement delays and demand
acceleration patterns.

To illustrate these findings, a multi-dimensional

visualisation was generated to highlight how predicted and
actual values aligned across three primary KPIs: monthly
sales, inventory turnover and retention probability. This
comparison provides insight into the coherence of the Al
indicators

system when multiple performance
simultaneously.

move

Values
S

B 7
Business Cycles

Figure 1. Multi-Variable Alignment of Predicted vs.
Actual KPI Trends Across Business Cycles

The alignment between predicted and actual
values demonstrates a consistently narrow deviation across
all three KPIs. The model effectively captured rising and
declining cycles, demonstrating strong temporal sensitivity.
Notably:

e Sales predictions track closely with actual revenue
flows, even during sharp increases in cycles 4, 8 and 9.
« Inventory turnover patterns align with procurement and
demand cycles, indicating the model's ability to synchronise
internal and external operational variables.

NG

¢ Retention probability demonstrates stable predictive
behaviour across all cycles, reflecting the model’s capability
in behavioural forecasting despite occasional fluctuations.

The figure also shows that deviations between
predicted and actual values remain proportionally
consistent, reinforcing that the system’s generalisation
capacity extends across multiple performance domains
simultaneously.

11. Analysis of Feature Influence and Decision
Transparency

A central component of the evaluation involved
analysing how the system attributed importance to
operational variables. Feature influence scores revealed
that sales velocity, customer churn indicators, procurement
timing and cash-flow variance consistently ranked among
the strongest predictors of performance outcomes. These
variables demonstrated the highest contribution to
reducing predictive uncertainty, emphasizing their critical
role in SME operational dynamics.

Across the twelve-cycle evaluation window, feature
influence profiles remained stable, indicating that the
system did not rely excessively on any single variable.
Instead, predictive accuracy emerged from a balanced
combination of behavioural, financial and operational
inputs. This balance is especially significant in SME
environments, where overdependence on one indicator—
for example, sales alone—may lead to incomplete
understanding of performance risks.

Moreover, interpretability outputs generated through
rule extraction and importance ranking demonstrated that
system explanations aligned with managerial intuition in
most cases. Managers reviewing the outputs indicated that
the system’s explanations corresponded with their
understanding of business conditions, suggesting that the
Al recommendations were both credible and actionable.
This alignment plays a decisive role in facilitating adoption,
as decision-makers are more likely to rely on tools whose
reasoning is comprehensible and aligned with practical
context.

12. Impact on Resource Allocation and Operational
Planning

In practical decision simulations, the Al-driven system
demonstrated measurable improvements in operational
efficiency. When managers received predictions and
accompanying explanations prior to making resource
allocation decisions, they consistently selected more
efficient strategies compared with scenarios where no
predictive assistance was provided.

For instance, procurement scheduling decisions
improved notably when managers were informed of
forecasted inventory turnover rates and their associated
confidence intervals. These insights enabled more precise
timing of orders, leading to reductions in overstock and
stockout incidents. Similarly, decisions related to workforce
deployment showed improved alignment with predicted
sales patterns, reducing mismatches between labour
availability and customer demand.

In financial planning scenarios, the use of cash-flow
stability forecasts increased the accuracy of short-term
liquidity management. Managers were better able to
anticipate periods of tight cash availability and adjust
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expenditures accordingly. This capability is particularly
important for SMEs, where liquidity shortages can disrupt
core operations and increase operational risk.

13. Decision Quality Under Time-Constrained
Conditions

One of the most notable findings involved the system’s
impact on decision quality when managers operated under
time pressure. SMEs frequently make rapid decisions in
response to supplier changes, unexpected demand patterns
or financial constraints. When provided with predictive
insights, managers demonstrated significant improvements
in decision speed and consistency without compromising
judgment accuracy.

Under time-constrained conditions, the Al system’s
interpretability outputs were especially valuable. By
identifying the top contributing factors behind each
prediction, the system reduced the cognitive load required
to analyse complex datasets. Managers reported greater
confidence in their decisions when they understood not
only the forecasted values but also the underlying drivers
supporting those forecasts.

The analysis also revealed that decisions made with Al
support exhibited lower variance across managers of
differing experience levels. This suggests that predictive
systems can help standardise decision quality, providing
less experienced managers with structured guidance
typically accessible only to seasoned practitioners.

14. Cross-Sector
Adaptability

Generalisation and Model

To assess the wider applicability of the predictive
system, the model was tested across SMEs operating in
different sectors, including retail, service delivery,
distribution, and light manufacturing. Despite the
substantial variability in operational patterns across these
industries, the system maintained consistently strong
performance, with only minor adjustments needed for
feature scaling and parameter tuning. This demonstrates
that the predictive engine possesses sector-agnostic
adaptability—a critical attribute for Al systems intended for
broad SME deployment.

Sector analysis revealed that sales-driven industries
derived the greatest benefit from the model's forecasting
precision, while service-sector SMEs benefited more from
improvements in customer retention prediction.
Manufacturing-oriented enterprises showed strong gains in
inventory turnover and cost-variation forecasting,
reflecting the system's ability to capture interactions
between operational cycles and resource dependencies.

The system's adaptability further manifested in its
ability to recalibrate quickly when exposed to new
operational contexts. During cross-sector testing, the model
required only minimal fine-tuning to maintain accuracy,
underscoring its potential scalability to SMEs with diverse
operational structures.

15. Evaluation of Longitudinal Predictive Stability

A twelve-cycle longitudinal analysis demonstrated that
predictive stability was maintained across extended
timeframes. The model exhibited no significant
performance degradation, even as operational conditions
changed seasonally or due to external market pressures.

OA

This consistency indicates that the system effectively
retained learned patterns while continuously integrating
new information without overfitting.

Forecast confidence intervals displayed appropriate
recalibration throughout the longitudinal study, narrowing
during periods of operational stability and widening during
disruptive intervals. This dynamic adjustment is crucial for
SMEs, providing managers with nuanced interpretive cues
regarding when predictions should be relied upon fully and
when caution is necessary.

Furthermore, longitudinal stability was evident across
all KPI categories. Sales predictions remained tightly
aligned with real outcomes, inventory turnover forecasts
preserved stepwise accuracy across fluctuating cycles, and
retention probability estimates demonstrated minimal drift.
These findings confirm that the system performs reliably
not only in short-term evaluations but also in sustained
operational use.

16. Comprehensive Performance Gains and
Organisational Implications

Synthesising the findings across all analytical
dimensions—accuracy, stability, adaptability,

interpretability and decision impact—the results indicate
that the Al-empowered predictive decision system offers
substantial operational and strategic benefits for SMEs. Key
performance gains include:

¢ Reduced forecasting error across all KPI categories
¢ Improved directional accuracy during volatile conditions
¢ Enhanced interpretability enabling faster and more
confident decisions
« Increased efficiency in procurement, workforce allocation
and cash-flow planning
e Reduction in decision variability across managers with
different experience levels
¢ Demonstrated adaptability to multiple sectors and
operational contexts
¢ Sustained predictive stability over extended business
cycles

The system's ability to integrate multiple streams of
enterprise data and convert them into actionable insights
represents a significant advancement in SME decision-
support technology. Moreover, the close alignment between
predictive outputs and managerial reasoning enhances the
likelihood of practical adoption. These gains collectively
indicate that the proposed Al-driven predictive engine can
serve as a viable and scalable solution for SMEs seeking to
strengthen operational performance and navigate
increasingly complex market environments.

Conclusion

The evaluation of the Al-empowered predictive decision
system demonstrated that advanced analytical engines can
play a transformative role in strengthening the operational
performance of small and medium-sized enterprises. By
integrating real-world data, hybrid predictive architectures
and interpretability mechanisms, the system was capable of
generating stable, accurate and actionable insights across
multiple business dimensions. The results revealed that the
model not only improved forecasting accuracy but also
enhanced managers’ ability to anticipate operational
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fluctuations, allocate resources strategically and respond
proactively to emerging risks.

A notable contribution of this system lies in its capacity
to function effectively under the dynamic and often
imperfect data conditions that characterise SME
environments. The system exhibited resilience during
periods of volatility, adapted quickly to new operational
patterns and maintained reliable predictive behaviour
across extended business cycles. Such robustness is
particularly valuable in organisational contexts where data
inconsistencies, supply chain disruptions and sudden
demand fluctuations frequently challenge traditional
decision-support tools.

Beyond predictive accuracy, the system’s
interpretability layer proved essential for bridging the gap
between algorithmic prediction and human decision-
making. By providing clear explanations for the factors
influencing each forecast, the system strengthened
managerial confidence and supported deeper
understanding of performance drivers. This transparency
enabled managers to integrate predictive insights into their
strategic reasoning more effectively, improving decision
quality even under time pressure or limited information.

Additionally, cross-sector testing demonstrated the
scalability of the predictive engine, confirming its suitability
for SMEs operating in diverse industries. Its adaptability
suggests that with minimal adjustments, the system can
support a wide range of organisational structures and
performance models, further extending its practical utility.

Taken together, the findings of this study indicate that
the proposed Al-driven decision-support system holds
significant potential as a comprehensive tool for enhancing
SME performance. Its combined strengths—accuracy,
stability, interpretability, adaptability and decision
impact—position it as a viable solution for enterprises
seeking to modernise their decision processes and achieve
greater resilience in competitive markets. Future research
may focus on integrating the system with automated action-
execution modules or expanding its capacity to support
long-term strategic planning, thereby advancing the next
generation of intelligent enterprise decision systems.
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