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 چکیده

های ابری به های مرتبط شده است. هزینههای گسترده در مدیریت هزینهابری و در نتیجه بروز چالشها به خدمات های ابری، موجب افزایش وابستگی سازمانرشد سریع فناوری

بینی دارند. یکی از راهکارهای کلیدی برای مقابله با این چالش، استفاده از الگوریتمهای فراوانی در کنترل و پیشها، پیچیدگیپذیر و متنوع بودن سرویسدلیل ماهیت پویا، مقیاس

بینی هزینه در های پرکاربرد پیشها است. پژوهش حاضر با تمرکز بر تحلیل الگوریتمبینیمنظور ارتقای دقت و کارایی این پیشهای ترکیبی بهبینی هزینه و توسعه مدلهای پیش

های واقعی از نمونه سازمانی مورد پردازد. دادهت و ضعف هرکدام میهای هیبرید، به بررسی نقاط قوهای آماری کلاسیک و مدلهای یادگیری ماشین، روشرایانش ابری شامل مدل

های سازی و پهنای باند گردآوری شده و بر اساس آن، مدلی ترکیبی طراحی شده است که همزمان از مزیت دقت الگوریتم، حافظه، ذخیرهCPU های مصرفمطالعه، شامل لاگ

درصد  ۲۵بینی را تا شده توانسته است میانگین خطای پیشدهد که مدل ترکیبی ارائهشود. نتایج حاصل نشان میمند میهرههای آماری بیادگیری ماشین و قابلیت تبیین مدل

های مختلف هسازی بودجه سازمانی را در حوزدهند که این مدل قادر است بهینهبراین، جداول و نمودارهای چندپارامتری نشان مینسبت به بهترین مدل منفرد کاهش دهد. علاوه

های ترکیبی، مدیریت کند تا با اتکا به مدلگیرندگان سازمانی فراهم میای برای مدیران فناوری اطلاعات و تصمیمزیرساختی تسهیل کند. در نهایت، پژوهش حاضر مسیر تازه

 . های ابری و تخصیص منابع کارآمدتر را تجربه نمایندتر هزینههوشمندانه

 .سازی بودجه، یادگیری ماشینهای ترکیبی، بهینهبینی هزینه، الگوریتمابری، پیش رایانش کلمات کلیدی:
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Abstract 

The rapid growth of cloud technologies has led to increasing organizational dependency on cloud services, consequently raising significant 
challenges in managing associated costs. Due to the dynamic, scalable, and heterogeneous nature of cloud services, cost prediction and 
control have become complex tasks. A promising approach to addressing these challenges is the adoption of cost prediction algorithms and 
the development of hybrid models to enhance both accuracy and efficiency. This study focuses on analyzing widely used cost prediction 
algorithms in cloud computing, including machine learning models, classical statistical methods, and hybrid frameworks, while evaluating 
their strengths and weaknesses. Real-world organizational data were collected, encompassing CPU usage, memory consumption, storage, and 
bandwidth logs. Based on these datasets, a hybrid model was developed that simultaneously leverages the accuracy of machine learning 
algorithms and the interpretability of statistical methods. Results indicate that the proposed hybrid model reduced the average prediction 
error by up to 25% compared to the best standalone algorithm. Furthermore, multi-parameter tables and diagrams illustrate how this model 
facilitates organizational budget optimization across various infrastructure domains. Ultimately, this research provides IT managers and 
organizational decision-makers with a new pathway toward smarter cloud cost management and more efficient resource allocation. 
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 مقدمه
های ترین فناوریرایانش ابری در دهه اخیر به یکی از زیربنایی

ها با آفرین در مدیریت فناوری اطلاعات تبدیل شده است. سازمانتحول

امکان دسترسی پویا به منابع محاسباتی، گیری از خدمات ابری، بهره

های سنگین اولیه گذاریافزار را بدون نیاز به سرمایهسازی و نرمذخیره

ها در های سازمانترین چالشآورند. با وجود این مزایا، یکی از مهمدست میبه

های های مربوط به مصرف منابع است. هزینهاستفاده از ابر، مدیریت هزینه

ها و ای، تنوع سرویسپذیری لحظههایی چون مقیاسلیل ویژگیابری به د

بینی نیستند و در بسیاری سادگی قابل پیشهای پرداخت مختلف، بهمدل

موارد منجر به افزایش ناخواسته مخارج و فشار بر بودجه سازمانی 

 [.1]شوندمی

گیرندگان در تواند به تصمیمهای ابری میبینی صحیح هزینهپیش

ویژه ای کمک کند. این موضوع بهریزی بودجهسازی منابع مالی و برنامهبهینه

های طور گسترده از زیرساختوکارهایی که بههای بزرگ و کسببرای سازمان

های اخیر پژوهشگران کنند، اهمیتی حیاتی دارد. در سالابری استفاده می

اند که شامل دههای ابری ارائه کربینی هزینهرویکردهای مختلفی برای پیش

های یادگیری ماشین های آماری سنتی مانند رگرسیون خطی، مدلالگوریتم

های ترکیبی یا های عصبی، و همچنین مدلنظیر جنگل تصادفی و شبکه

 [.۲]کنند نقاط قوت هر دو رویکرد را تلفیق کنندهیبریدی است که تلاش می

لگوریتم منفردی با توجه به پیچیدگی رفتار مصرف منابع ابری، هیچ ا

رو، تمرکز بینی دقیق و پایدار در شرایط مختلف نیست. ازاینقادر به ارائه پیش

های ترکیبی جلب شده است. این های اخیر به سمت طراحی مدلپژوهش

های آماری، های یادگیری عمیق و مدلها با استفاده همزمان از الگوریتممدل

دهند و در عین حال امکان بینی را افزایش کنند دقت پیشتلاش می

 [.3]پذیری نتایج را برای مدیران سازمانی حفظ کنندتبیین

های ترکیبی، خطای اند که استفاده از مدلتحقیقات نشان داده

بینی را به شکل معناداری کاهش داده و به مدیران فناوری اطلاعات پیش

ها هزینه های مؤثرتری در تخصیص منابع و کنترلدهد استراتژیامکان می

[. بر همین اساس، پژوهش حاضر بر تحلیل کارایی 4اتخاذ کنند ]

سازی بودجه های مختلف و توسعه یک مدل ترکیبی برای بهینهالگوریتم

 .سازمانی متمرکز است

سازد، های ابری را دشوار میبینی هزینهیکی از عوامل کلیدی که پیش

های ها ممکن است در بازهماهیت پویا و غیرخطی مصرف منابع است. سازمان

زمانی مختلف، الگوهای مصرف بسیار متفاوتی داشته باشند؛ برای مثال، در 

و حافظه  CPU های خاصی از سال، مصرفساعات اوج فعالیت یا در دوره

های طور چشمگیری افزایش یافته و این امر به تغییرات ناگهانی در هزینهبه

شده های پرداخت ارائهاین، تنوع مدل[. افزون بر ۵شود ]نهایی منجر می

-Pay) دهندگان خدمات ابری، از جمله پرداخت بر اساس استفادهتوسط ارائه

as-you-go)گیری شود تصمیمای، موجب میهای لحظه، رزرو منابع و نمونه

 [.6]های بیشتری همراه باشدبرای انتخاب مدل مناسب با پیچیدگی

ها از چندابری و ترکیب سرویسهای از سوی دیگر، گسترش محیط

ها ایجاد کرده ای در مدیریت هزینههای تازهدهندگان مختلف نیز چالشارائه

های آماری سنتی یا حتی یک است. در چنین شرایطی، تنها اتکا به مدل

ها باشد. تواند پاسخگوی نیازهای سازمانالگوریتم یادگیری ماشین منفرد نمی

های چند الگوریتم های ترکیبی که از قابلیتمدل دهد کهها نشان میپژوهش

توانند توانایی بالاتری در شناسایی الگوهای پنهان گیرند، میمختلف بهره می

 [.7]بینی داشته باشندمصرف و کاهش خطاهای پیش

های شود که بدانیم هزینهاهمیت این موضوع زمانی بیشتر آشکار می

ها را به خود ه فناوری اطلاعات سازمانابری اکنون بخش قابل توجهی از بودج

درصد از مدیران  4۰های اخیر، بیش از اختصاص داده است. بر اساس گزارش

های ابری را های متوسط و بزرگ، مدیریت هزینهفناوری اطلاعات در شرکت

[. بنابراین، توسعه رویکردهای 8اند ]های اصلی خود عنوان کردهیکی از دغدغه

تنها به ارتقای ها نهسازی هزینهبینی و بهینهبرای پیشعلمی و کاربردی 

تواند از هدررفت منابع مالی نیز کند، بلکه میوری سازمانی کمک میبهره

 .جلوگیری نماید

ویژه های یادگیری ماشین بهدهد که مدلتحلیل مطالعات اخیر نشان می

بینی یشای در بهبود پهای مبتنی بر یادگیری عمیق، نقش برجستهروش

و  (RNN) های عصبی بازگشتیاند. برای مثال، شبکههای ابری ایفا کردههزینه

سازی الگوهای ، توانایی بالایی در مدلLSTM تر آن مانندهای پیشرفتهگونه

های سنتی، دقت بیشتری زمانی مصرف منابع ابری دارند و در مقایسه با روش

ها به دلیل پیچیدگی محاسباتی بالا و [. با این حال، این مدل9دهند ]ارائه می

های سازمانی های آموزشی گسترده، در برخی محیطنیاز به داده

 .کنندهایی ایجاد میمحدودیت

یا رگرسیون  ARIMA های آماری کلاسیک همچوناز سوی دیگر، مدل

پذیری برخوردارند، اما توانایی خطی، اگرچه از سادگی و قابلیت تبیین

[. 1۰های حجیم ابری دارند ]زش نوسانات غیرخطی و دادهمحدودی در پردا

تواند نیازهای ها معمولاً نمیبه همین دلیل، استفاده منفرد از این مدل

 .طور کامل پوشش دهدها را بهسازمان

های اخیر، ترکیب این دو دسته روش مورد توجه محققان قرار در سال

گیری از مزایای هر دو بهرههای ترکیبی یا هیبریدی، با گرفته است. مدل

پذیری را بینی و قابلیت تبیینکنند توازن میان دقت پیشرویکرد، تلاش می

ها با استفاده از ها، ابتدا دادهبرقرار کنند. برای نمونه، در برخی پژوهش

های آماری پالایش و روندهای اصلی استخراج شده و سپس برای روش

 [.11]اندی یادگیری ماشین سپرده شدههاتر به الگوریتمبینی دقیقپیش

های ابری به سمت دهند که آینده مدیریت هزینهاین رویکردها نشان می

تنها از نظر دقت قابل اتکا باشند، بلکه از کند که نهراهکارهایی حرکت می

های واقعی سازمانی را داشته منظر عملیاتی نیز قابلیت استفاده در محیط

بینی هزینه و طراحی های پیشیل کارایی الگوریتمباشند. بنابراین، تحل

های ترکیبی کارآمد، ضرورتی دوچندان برای مدیران فناوری اطلاعات مدل

 [.1۲]شودمحسوب می

های ابری تنها به کنترل مخارج بینی هزینهکاربردهای عملی پیش

ها های راهبردی سازمانگیریشود، بلکه نقش مهمی در تصمیممحدود نمی

های آینده را کند. زمانی که مدیران فناوری اطلاعات قادر باشند هزینها میایف

تر و ای دقیقهای بودجهبا دقت قابل قبولی برآورد کنند، امکان طراحی برنامه

کند تا ها کمک میشود. این امر به سازمانتخصیص منابع کارآمدتر فراهم می

هایی منابع خود را به بخشهای غیرضروری پرهیز کرده و گذاریاز سرمایه

 [.13]اختصاص دهند که بیشترین بازدهی را دارند

های دیگری همچون تواند در حوزهها میبینی هزینهعلاوه بر این، پیش

انتخاب مدل بهینه پرداخت نیز کاربرد داشته باشد. برای نمونه، اگر 

خص ای مشبینی نشان دهند که مصرف منابع در دورههای پیشالگوریتم

هایی مانند رزرو توانند از گزینهها میطور پایدار بالا خواهد بود، سازمانبه

منابع یا قراردادهای بلندمدت استفاده کنند. در مقابل، در شرایطی که نوسان 

 Spot Instances ای یامصرف بالاست، استفاده از مدل پرداخت لحظه

 [.14]تر خواهد بودصرفهبهمقرون
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دهند ها امکان میها همچنین به سازمانبینیی، این پیشاز منظر عملیات

های زیرساختی خود را متناسب با تقاضا تنظیم کنند. در تا ظرفیت

بینی دقیق پذیری پویا وجود دارد، توانایی پیشهایی که نیاز به مقیاسمحیط

کند، بلکه مانع از تنها به کاهش ریسک مالی کمک میها نهمصرف و هزینه

 [.1۵]شودل در عملکرد خدمات حیاتی نیز میاختلا

های کارگیری مدلبا توجه به این مزایا، روشن است که توسعه و به

ها عنوان یک مزیت رقابتی برای سازمانتواند بهبینی هزینه، میترکیبی پیش

بینی، امکان هایی علاوه بر بهبود دقت پیشمحسوب شود. چنین مدل

ها را نیز فراهم تر هزینهو مدیریت هوشمندانه گیری مبتنی بر دادهتصمیم

 [.16]آورندمی

های ابری، بینی هزینههای قابل توجه در حوزه پیشبا وجود پیشرفت

های سازمانی ها در محیطکارگیری عملی این مدلهای متعددی در بهچالش

گردد. بسیاری از های ورودی بازمیوجود دارد. نخستین چالش به کیفیت داده

های های ترکیبی به حجم بالایی از دادههای یادگیری ماشین و مدلالگوریتم

شده از های ثبتکه در عمل، دادهیافته نیاز دارند. در حالیدقیق و ساخت

مصرف منابع ابری ممکن است ناقص، پرنویز یا ناسازگار باشند و این امر دقت 

 [.17]ها را تحت تأثیر قرار دهدمدل

وط به تغییرپذیری رفتار مصرف در طول زمان است. چالش دیگر مرب

توانند تحت تأثیر ها ثابت نیستند و میالگوهای مصرف منابع در سازمان

عوامل بیرونی همچون تغییرات فصلی، رشد ناگهانی تعداد کاربران یا اجرای 

های های جدید دچار نوسانات گسترده شوند. در چنین شرایطی، مدلپروژه

اند، ممکن است کارایی های تاریخی آموزش دیدهبر اساس دادهبینی که پیش

 [.18]خود را از دست بدهند

های مسئله بعدی، پیچیدگی محاسباتی و هزینه زمانی اجرای مدل

ها بینیهای یادگیری عمیق دقت بالایی در پیشپیشرفته است. اگرچه روش

افزاری پرهزینه ع سختدهند، اما نیازمند توان محاسباتی زیاد و منابارائه می

های کوچک و متوسط که محدودیت ویژه برای سازمانهستند. این موضوع به

 [.19]شودمنابع دارند، چالشی جدی محسوب می

نیز اهمیت فراوانی  (Interpretability) پذیریدر نهایت، مسئله تبیین

بینی، شدارد. مدیران سازمانی اغلب نیاز دارند تا علاوه بر مشاهده نتایج پی

های ها را نیز درک کنند. بسیاری از مدلدلایل و منطق پشت خروجی

جعبه »های عصبی عمیق، ماهیت پیشرفته یادگیری ماشین مانند شبکه

تواند ها دشوار است. این امر میگیری آندارند و درک منطق تصمیم« سیاه

 [.۲۰]ودگیری سازمانی شبینی در فرآیندهای تصمیممانع پذیرش نتایج پیش

شده، پژوهشگران و متخصصان حوزه رایانش های مطرحبا توجه به چالش

بینی، دنبال یافتن راهکارهایی هستند که بتوانند میان دقت پیشابری به

پذیری تعادل ایجاد کنند. یکی از رویکردهای هزینه محاسباتی و قابلیت تبیین

است که در آن ابتدا های ترکیبی چندسطحی نوین در این زمینه، توسعه مدل

های آماری کلاسیک پالایش و روندهای کلان های مصرف منابع با روشداده

های یادگیری ماشین برای تحلیل الگوهای شوند، سپس لایهشناسایی می

 [.۲1]شوندکار گرفته میغیرخطی و پیچیده به

بینی، قابلیت سازگاری با هایی علاوه بر افزایش دقت پیشچنین مدل

ها عنوان نمونه، برخی پژوهشهای ابری را نیز دارند. بهرات پویا در محیطتغیی

های یادگیری عمیق های سری زمانی با الگوریتماند که ادغام مدلنشان داده

درصد کاهش دهد و در نتیجه به  3۰بینی را تا تواند نرخ خطای پیشمی

دهد که می[. این امر نشان ۲۲سازی بودجه سازمانی کمک کند ]بهینه

های مختلف، نه یک انتخاب اختیاری، بلکه ضرورتی برای ترکیب روش

 .های ابری استمدیریت هوشمندانه هزینه

از سوی دیگر، توجه به شرایط بومی و نیازهای خاص هر سازمان نیز 

اهمیت دارد. الگوریتمی که در یک محیط با بارکاری خاص عملکرد مناسبی 

دیگر با الگوهای متفاوت مصرف منابع موفق نخواهد دارد، لزوماً در سازمانی 

های ترکیبی سازی مدلهایی که امکان شخصیبود. بنابراین، طراحی چارچوب

های تواند مسیر پژوهشهای هر سازمان را فراهم کنند، میمتناسب با ویژگی

 [.۲3]آینده را ترسیم کند

دهد که میهای موجود نشان در مجموع، مرور پیشینه و تحلیل چالش

های ابری، ضرورتی بینی هزینهتوسعه یک مدل ترکیبی کارآمد برای پیش

تواند ضمن سازی بودجه سازمانی است. چنین مدلی میاساسی برای بهینه

بینی، مبنای علمی و عملی مناسبی برای کاهش خطاهای پیش

های استراتژیک در حوزه مدیریت فناوری اطلاعات فراهم گیریتصمیم

 [.۲4]سازد

  

 بیان مساله

ها در عصر های اصلی سازمانهای ابری به یکی از اولویتمدیریت هزینه

که رایانش ابری امکان دسترسی تحول دیجیتال تبدیل شده است. در حالی

آورد، پیچیدگی الگوهای مصرف و پذیر به منابع محاسباتی را فراهم میانعطاف

ها به یک چالش بینی هزینهپیشگذاری باعث شده است های قیمتتنوع مدل

رو هستند: نخست، ها غالباً با دو مشکل عمده روبهجدی بدل شود. سازمان

تواند فشار شدیدی بر ها که میبینی هزینهافزایش ناگهانی و غیرقابل پیش

بینی دقیق های منفرد در ارائه پیشبودجه وارد کند؛ و دوم، عدم توانایی مدل

 [.۲۵]یادر شرایط واقعی و پو

پذیری های سنتی آماری، هرچند به دلیل سادگی و قابلیت تبیینروش

های غیرخطی و های سازمانی محبوب هستند، اما در مواجهه با دادهدر محیط

های پیشرفته یادگیری نوسانات بالا دقت کافی ندارند. از سوی دیگر، مدل

چیدگی محاسباتی و دهند، اما به دلیل پیماشین، گرچه دقت بالایی ارائه می

هایی برای پذیرش در سطح مدیریتی ایجاد خود، چالش« جعبه سیاه»ماهیت 

های فنی و ها منجر به شکاف میان توانمندی[. این محدودیت۲6کنند ]می

 .ها شده استنیازهای عملیاتی سازمان

بنابراین، مسئله اصلی پژوهش حاضر یافتن رویکردی ترکیبی است که 

پذیری و های پیشرفته را حفظ کند و هم قابلیت تبیینمدل بتواند هم دقت

ها را تضمین نماید. طراحی و تحلیل کارایی چنین استفاده عملی در سازمان

تواند کند، بلکه میبینی کمک میتنها به کاهش خطاهای پیشمدلی، نه

های ای هوشمندانه در سازمانهای بودجهگیریمبنایی علمی برای تصمیم

 [.۲7]ی باشدامروز

 

 تحقیقروش 
است که هدف آن طراحی و  ایتوسعه–پژوهش حاضر از نوع کاربردی

سازی های ابری و بهینهبینی هزینهتحلیل کارایی یک مدل ترکیبی برای پیش

باشد. رویکرد تحقیق به صورت ترکیبی )کمی و کیفی( بودجه سازمانی می

های واقعی مصرف منابع از یک محیط تدوین شده است. در بخش کمی، داده

ها به کار گرفته اعتبارسنجی مدلابری سازمانی استخراج و برای آموزش و 

پیشین و  آمده با بررسی مطالعاتدستشده است. در بخش کیفی، نتایج به

 .نیازهای سازمانی تطبیق داده شده تا چارچوب نهایی پژوهش تدوین شود
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 های پژوهشجامعه و داده

های متوسط و های مصرف منابع ابری سازمانجامعه پژوهش شامل داده

 Amazon Web Services های متداولی همچوناز سرویسبزرگ است که 

(AWS) و Microsoft Azure های مصرفها شامل لاگکنند. دادهاستفاده می 

CPUساعته و های زمانی یکسازی و پهنای باند در بازه، حافظه، فضای ذخیره

شده مربوط به یک دوره های گردآوریروزانه هستند. برای افزایش دقت، داده

ماهه بوده و شامل نوسانات مصرف در شرایط مختلف )اوج مصرف، شش

 [.۲8]های تغییر بارکاری( استحداقل مصرف، و دوره

 متغیرهای پژوهش

، CPU Usage)  های مصرف منابعمتغیرهای مستقل شامل شاخص

Memory Usage ،Storage Consumption وNetwork Bandwidth)  هستند

اند. متغیر وابسته هزینه واقعی نظر گرفته شدهعنوان ورودی مدل در که به

دهندگان ابری شده در هر دوره زمانی است که از فاکتورهای سرویسپرداخت

، IaaS) براین، متغیرهای کنترلی نظیر نوع سرویساستخراج شده است. علاوه

PaaS یاSaaS) و مدل پرداخت (Pay-as-you-go ،Reserved ،Spot)  در

 [.۲9]اندگردیدهها لحاظ تحلیل

 هاروش تحلیل داده

های آماری کلاسیک پالایش و ها با استفاده از روشدر گام نخست، داده

های مختلف شامل رگرسیون خطی، های پرت حذف شدند. سپس از مدلداده

ARIMAهای عصبی، شبکه LSTM  و مدل جنگل تصادفی استفاده شد. در

برداری از نقاط قوت هر روش بهرهنهایت، یک مدل ترکیبی طراحی گردید که 

 هایی مانند میانگین خطای مطلقها بر اساس شاخصکند. ارزیابی مدلمی

(MAE)ریشه میانگین مربعات خطا ، (RMSE) و ضریب تعیین (R²)  صورت

 [.3۰]گرفت

 طراحی مدل ترکیبی

تر، مدل ترکیبی پژوهش در سه لایه بینی دقیقبرای دستیابی به پیش

های های مصرف منابع با استفاده از الگوریتمدر لایه نخست، دادهطراحی شد. 

تحلیل شده تا روندهای کلی و الگوهای فصلی شناسایی  ARIMA آماری نظیر

ها را های اصلی از دادهشوند. این مرحله امکان حذف نویز و استخراج ویژگی

ورودی عنوان شده بههای پالایشفراهم ساخت. در لایه دوم، خروجی داده

هایی مانند های یادگیری ماشین مورد استفاده قرار گرفت. الگوریتممدل

در  (LSTM) های عصبی بازگشتیو شبکه (Random Forest) جنگل تصادفی

این مرحله به کار گرفته شدند تا روابط غیرخطی و پیچیده میان متغیرها 

 Weighted وششناسایی شوند. در لایه سوم، یک الگوریتم تلفیقی مبتنی بر ر

Ensemble های آماری و یادگیری ماشین را توسعه داده شد که خروجی مدل

 [.31]کنددهی پویا ترکیب میبا وزن

 مراحل اجرای پژوهش

 :پژوهش حاضر در چهار مرحله اصلی اجرا شد

های واقعی از های مصرف منابع و هزینهداده :هاآوری دادهجمع .1

 .های سازمانی استخراج گردیدلاگ

های های پرت، تکمیل دادهشامل حذف داده :هاپردازش دادهپیش .۲

 .سازی مقادیرگمشده و نرمال

های آماری، یادگیری ماشین و مدل الگوریتم :هاسازی مدلپیاده .3

 TensorFlow هایی مانندو با کتابخانه Python ترکیبی در محیط

 .سازی شدندپیاده Scikit-learn و

، MAE هایها بر اساس شاخصعملکرد مدل :ارزیابی و مقایسه .4

RMSE و R² ها و نمودارهای سنجیده شد و نتایج در قالب جدول

 [.3۲]چندپارامتری ارائه گردید

 اعتبارسنجی

 k-fold) تایی-k ها از روش اعتبارسنجی متقاطعبرای اعتبارسنجی مدل

cross-validation) قسیم ها به ده بخش تاستفاده شد. در این روش، داده

کار گرفته شدند و در هر بار نه بخش برای آموزش و یک بخش برای آزمون به

گیری طور پایدار اندازهبینی بهشد. این فرآیند ده بار تکرار شد تا خطای پیش

شود. استفاده از این رویکرد موجب شد نتایج پژوهش از اعتبار بالایی 

عی سازمانی افزایش های واقبه محیط برخوردار باشند و قابلیت تعمیم

 [.33]یابد

 محیط آزمایش

ها، از محیط محاسباتی شامل یک سرور سازی و آزمون مدلبرای پیاده

 NVIDIA و کارت گرافیک RAM گیگابایت حافظه 64ای، هسته 16با پردازنده 

Tesla V100 عاملاستفاده شد. سیستم Ubuntu 20.04 نویسیو زبان برنامه 

Python هایی نظیر خانهبه همراه کتابTensorFlow ،Scikit-learn ،

Statsmodels و Pandas کار گرفته شدند. این محیط امکان اجرای به

های زمانی را فراهم های پیچیده یادگیری عمیق و تحلیل سریالگوریتم

 [.34]نمود

 های مورد استفادهداده

، حافظه، CPU) های مصرف واقعی منابع ابریها شامل لاگداده

های پرداختی متناظر بودند. هر رکورد داده و هزینه (سازی و پهنای باندذخیره

آوری شد. ماهه جمعساعته بود که برای یک دوره ششمربوط به یک بازه یک

 (Azure و AWS) ها از دو محیط مختلفپذیری، دادهمنظور افزایش تعمیمبه

ها در شرایط زیابی مدلصورت ترکیبی استفاده گردید. این تنوع، امکان اربه

 [.3۵]دهندگان را فراهم ساختواقعی و مقایسه میان سرویس

 هاروش تحلیل خروجی

ها، سه شاخص کلیدی مورد استفاده قرار برای تحلیل عملکرد مدل

 :گرفت

معیاری برای سنجش دقت  :(MAE) میانگین خطای مطلق .1

 .ها در مقیاس واقعی هزینهبینیپیش

شاخصی برای بررسی میزان  :(RMSE) ت خطاریشه میانگین مربعا .۲

 .هاخطاهای بزرگ و حساسیت مدل به آن

معیاری برای ارزیابی قدرت مدل در تبیین  :(R²) ضریب تعیین .3

 .های واقعیواریانس داده

ها امکان شناسایی نقاط قوت و ها بر اساس این شاخصمقایسه مدل

های منفرد را رابر مدلضعف هر الگوریتم و بررسی کارایی مدل ترکیبی در ب

 [.36]فراهم نمود

 هامقایسه مدل

 7۰ها به دو بخش آموزش )ها، مجموعه دادهبرای مقایسه عملکرد مدل

طور جداگانه بر درصد( تقسیم شدند. هر الگوریتم به 3۰درصد( و آزمون )

بینی آن بر روی های آموزش آموزش داده شد و سپس دقت پیشروی داده

های رگرسیون خطی، ارزیابی گردید. در این مرحله، مدل های آزمونداده

ARIMAجنگل تصادفی و ، LSTM  مورد بررسی قرار گرفتند. نتایج اولیه نشان

و جنگل تصادفی از دقت  LSTM های یادگیری ماشین ماننددادند که مدل

ها بالاتری برخوردارند، اما در برخی موارد نسبت به تغییرات ناگهانی در داده

 [.37]دهنداسیت بیش از حد نشان میحس
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 سازیهای بهینهتکنیک

 :سازی استفاده شدها، از چند تکنیک بهینهبرای بهبود عملکرد مدل

با استفاده از  :(Hyperparameter Tuning) تنظیم ابرپارامترها .1

، بهترین مقادیر برای پارامترهایی مانند تعداد Grid Search روش

ها در جنگل عصبی و تعداد درختهای مخفی در شبکه لایه

 .تصادفی انتخاب شد

سازی [ نرمال۰،1تمام مقادیر ورودی در بازه ] :هاسازی دادهنرمال .۲

 .تر و خطای کمتر حاصل شودشدند تا همگرایی سریع

های در مدل :(Overfitting) برازشهای جلوگیری از بیشروش .3

ی از و در جنگل تصادف Dropout یادگیری عمیق از تکنیک

 .ها استفاده شدمحدودیت عمق درخت

ها ها، وزندر ترکیب خروجی مدل :دهی پویا در مدل ترکیبیوزن .4

های اعتبارسنجی تعیین بر اساس خطای نسبی هر مدل در داده

 [.38]شدند تا کارایی نهایی بهبود یابد

 ابزارهای تحلیل آماری

زوجی و  t نظیر آزمونهای آماری برای آزمون معناداری نتایج، از آزمون

ها امکان مقایسه دقیق استفاده شد. این آزمون (ANOVA) تحلیل واریانس

ها را فراهم های مختلف و بررسی معناداری تفاوتمیانگین خطای مدل

آوردند. بدین ترتیب اطمینان حاصل شد که بهبود عملکرد مدل ترکیبی 

 [.39]ری معتبر استهای منفرد تصادفی نبوده و از نظر آمانسبت به مدل

 معیارهای ارزیابی

، از R² و MAE ،RMSE هایها، علاوه بر شاخصبرای ارزیابی جامع مدل

طور نیز استفاده شد. این معیار به (MAPE) معیار میانگین درصد خطای مطلق

های سازمانی کاربرد دارد زیرا امکان تحلیل خطا در مقیاس ویژه در محیط

ترکیب این چهار شاخص کمک کرد تا نقاط ضعف و  سازد.نسبی را فراهم می

 [.4۰]تری شناسایی شوندطور دقیققوت هر مدل به

 سناریوهای آزمایش

برای بررسی کارایی مدل ترکیبی در شرایط واقعی، سه سناریو تعریف 

 :شد

مصرف منابع در طول زمان تقریباً ثابت  :سناریوی بارکاری پایدار .1

 .بود

مدت و مصرف منابع دارای نوسانات کوتاه :سناریوی بارکاری متغیر .۲

 .مدت بودمیان

افزایش ناگهانی  :(Burst Workload) سناریوی بارکاری شدید .3

 .مدت رخ دادهای کوتاهمصرف در بازه

ها در این سه سناریو نشان داد که مدل ترکیبی توانست در اجرای مدل

های منفرد ارائه شرایط متغیر و بارکاری شدید عملکرد بهتری نسبت به مدل

 .دهد

 خلاصه روش تحقیق

های واقعی، آوری دادهبندی، فرآیند تحقیق شامل جمعدر جمع

سازی های منفرد، طراحی مدل ترکیبی، بهینهسازی مدلپردازش، پیادهپیش

های و ارزیابی آماری بود. انتخاب رویکرد ترکیبی باعث شد محدودیت

پیچیده یادگیری ماشین تا حد زیادی  هایهای آماری سنتی و الگوریتممدل

جبران شود. به این ترتیب، زمینه لازم برای ورود به بخش نتایج و تحلیل 

 [.41]ای فراهم گردیدمقایسه

 

 نتایج  

 مرور کلی نتایج اولیه

های آماری، یادگیری ماشین و مدل ترکیبی، سازی مدلپس از پیاده

طور معناداری در مدل ترکیبی بهبینی نتایج اولیه نشان داد که دقت پیش

، MAE)  های ارزیابیهای منفرد بوده است. بررسی شاخصبالاتر از مدل

RMSE ،R² وMAPE) بینی در مدل ترکیبی نشان داد که میانگین خطای پیش

 .بوده است (LSTM) درصد کمتر از بهترین مدل منفرد ۲۵حدود 

 
 لفهای مختهای خطا در مدل. مقایسه شاخص1جدول 

 (%) R² MAPE (دلار) RMSE (دلار) MAE بینیمدل پیش

 12.4 0.69 21.4 15.8 رگرسیون خطی

ARIMA 14.3 19.1 0.74 10.8 

 8.1 0.82 15.7 11.2 جنگل تصادفی

 LSTM 9.7 13.2 0.87 6.9 شبکه عصبی

 5.1 0.91 10.1 7.2 مدل ترکیبی پیشنهادی

 
ترکیبی پیشنهادی در تمام دهد، مدل نشان می 1طور که جدول همان

ها ارائه داده است. های ارزیابی عملکرد بهتری نسبت به سایر مدلشاخص

بیانگر آن است که مدل ترکیبی توانسته بیش از  ۰.91برابر با  R² ویژه مقداربه

 های واقعی هزینه را توضیح دهد. همچنین کاهشدرصد واریانس داده 9۰

MAPE   های مدل ترکیبی برای بینیدهد که پیشدرصد نشان می ۵به حدود

 .های واقعی سازمانی قابل اعتماد هستنداستفاده در محیط

 بینی در طول زمانتحلیل خطای پیش

های زمانی مختلف بینی در بازهها، خطای پیشبرای بررسی پایداری مدل

)روزانه و هفتگی( تحلیل شد. نتایج نشان داد که مدل ترکیبی پیشنهادی 

های بلندمدت نیز عملکرد پایدارتر و مدت بلکه در بازهتنها در کوتاهنه

 .تری دارددقیق

 
هفته برای  12در طول  (RMSE) بینی. مقایسه خطای پیش1نمودار 

 های مختلفمدل

 

ها کمترین شود، مدل ترکیبی در تمام هفتهطور که مشاهده میهمان

 3۰تا  ۲۵حدود  LSTM ه با مدلرا دارد و خطای آن در مقایس RMSE مقدار

، در ARIMA های آماری مانند رگرسیون خطی ودرصد کمتر است. مدل

اند، که این موضوع بیانگر های میانی افزایش بیشتری در خطا نشان دادههفته

ها در مواجهه با نوسانات بلندمدت مصرف منابع است. در ضعف این روش

ری در نتایج خود نشان دهد و این مقابل، مدل ترکیبی توانسته ثبات بیشت

 .های عملیاتی بسیار حائز اهمیت استویژگی برای استفاده در محیط
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 ها در سناریوهای مختلف بارکاریارزیابی مدل

ها در شرایط واقعی، سه سناریوی بارکاری برای بررسی کارایی مدل

عملکرد  .(Burst) بارکاری پایدار، بارکاری متغیر و بارکاری شدید :تعریف شد

 .در هر سناریو سنجیده شد MAPE و MAE ،RMSE ها بر اساس معیارهایمدل

 
 ها در سه سناریوی بارکاری مختلف. عملکرد مدل2جدول 

مدل 

 بینیپیش

سناریوی 

 پایدار

MAE 

سناریوی 

 متغیر

MAE 

سناریوی 

 شدید

MAE 

RMSE 

 (میانگین)
MAPE 

(%) 

رگرسیون 

 خطی

9.8 18.2 25.6 22.3 13.7 

ARIMA 8.5 16.7 23.4 20.5 11.9 

جنگل 

 تصادفی

6.7 12.9 18.1 15.4 8.5 

شبکه 

 عصبی

LSTM 

5.9 10.8 15.2 12.8 7.1 

مدل 

ترکیبی 

 پیشنهادی

4.3 8.6 11.7 9.4 4.8 

 
دهد که در سناریوی بارکاری پایدار، اختلاف نشان می ۲نتایج جدول 

آماری سنتی نیز های ها چندان چشمگیر نیست و حتی روشمیان مدل

ویژه در قبولی دارند. با این حال، در سناریوی بارکاری متغیر و بهعملکرد قابل

یابد. مدل توجهی افزایش میطور قابلها بهسناریوی شدید، شکاف میان مدل

 11.7را به  MAE ترکیبی پیشنهادی توانست در شرایط بارکاری شدید، خطای

داشت.  1۵.۲خطای  (LSTM) منفرد که بهترین مدلکاهش دهد، در حالی

این تفاوت بیانگر آن است که مدل ترکیبی نسبت به نوسانات غیرخطی و 

های تواند برای محیطتر است و میتغییرات ناگهانی مصرف منابع مقاوم

 .ای قابل اعتماد باشدسازمانی با الگوهای متغیر مصرف، گزینه

های یسه با هزینهشده در مقابینیهای پیشبررسی روند هزینه

 واقعی

ها، سازی دقیق رفتار هزینهها در شبیهبرای ارزیابی توانایی مدل

شده توسط چهار بینیهای پیشهای واقعی و هزینهای میان هزینهمقایسه

 .انجام شد (و مدل ترکیبی  LSTM، جنگل تصادفی، ARIMA)  مدل منتخب

 
 روزه 30شده در بازه بینیپیش. مقایسه هزینه واقعی و 2نمودار 

 
دهد که مدل ترکیبی توانسته است به بهترین نحو نتایج نشان می

های واقعی در اکثر تغییرات هزینه واقعی را بازتاب دهد و فاصله آن با داده

ماندگی در روندهای صعودی دچار عقب  ARIMAروزها ناچیز است. در مقابل، 

بینی کرده است. جنگل از مقدار صحیح پیشهای واقعی را کمتر شده و هزینه

داشته اما همچنان در نقاط اوج خطا  ARIMA تصادفی نیز عملکردی بهتر از

تر به هزینه واقعی عمل کرده در مقایسه نزدیک LSTM دهد. مدلنشان می

های واقعی را طور میانگین کمترین فاصله با دادهاست، اما مدل ترکیبی به

 .هاستای کارآمدتر برای استفاده در سازمانزینهداشته و بنابراین گ

 شدهبینیهای واقعی و پیشمقایسه هزینه

ای میان ها در شرایط عملیاتی، مقایسهمنظور بررسی دقت مدلبه

 .روزه انجام شد 1۰های شده در بازهبینیهای واقعی و پیشمیانگین هزینه

 
روزه  10های ر بازهشده دبینی. مقایسه هزینه واقعی و پیش3جدول 

 )دلار(

بازه 

 زمانی

هزینه 

 واقعی

 
ARIMA 

جنگل 

 تصادفی

 
LSTM 

مدل 

 ترکیبی

–1روز 

10 

1,230 1,180 1,210 1,225 1,229 

–11روز 

20 

1,450 1,372 1,410 1,442 1,448 

–21روز 

30 

1,580 1,497 1,525 1,567 1,578 

 
دهد، مدل ترکیبی پیشنهادی نشان می 3طور که جدول همان

ها ارائه داده است. اختلاف ترین برآورد به هزینه واقعی را در تمامی بازهنزدیک

دلار بوده  ۲شده در مدل ترکیبی کمتر از بینیمیان هزینه واقعی و پیش

 ۵۰از  ها به بیشاین اختلاف در برخی بازه ARIMA که در مدلاست، در حالی

تنها توانسته دهد که مدل ترکیبی نهدلار رسیده است. این یافته نشان می

مدت داشته باشد، بلکه مدت و میانهای کوتاهبینیدقت بالایی در پیش

 .قابلیت اعتماد آن برای استفاده در مدیریت بودجه سازمانی نیز بیشتر است

و جنگل  ARIMA نیز نسبت به LSTM از سوی دیگر، عملکرد مدل

هایی تصادفی بهبود یافته است، اما همچنان نسبت به مدل ترکیبی اختلاف

تواند مزیتی کنند که رویکرد ترکیبی میشود. این نتایج تأکید میمشاهده می

های ابری به دقت و هایی باشد که در مدیریت هزینهعملی برای سازمان

 .پایداری نیاز دارند

 یط نوسانیها در شرامقایسه پایداری مدل

ها در برابر نوسانات شدید مصرف منابع، برای بررسی مقاومت مدل

ای با بارکاری بسیار متغیر شده در بازهبینیتغییرات هزینه واقعی و پیش

 .تحلیل شد
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روزه با  15شده در دوره بینی. تغییرات هزینه واقعی و پیش3نمودار 

 بارکاری نوسانی

 

دهد، مدل ترکیبی توانسته است در اکثر طور که نمودار نشان میهمان

روزها روند هزینه واقعی را با دقت بالا بازتولید کند. در روزهای اوج )مثل روز 

ها را کمتر از اختلاف زیادی با داده واقعی داشته و هزینه  ARIMA(، 1۵و  ۵

 ARIMA ی نسبت بهواقعیت برآورد کرده است. جنگل تصادفی عملکرد بهتر

 .داشته، اما در تغییرات ناگهانی همچنان با تأخیر واکنش نشان داده است

LSTM  توانسته نوسانات را تا حدودی بهتر دنبال کند، اما همچنان در برخی

نقاط اوج اختلاف محسوسی دارد. مدل ترکیبی با دقت بالا روند واقعی را 

ای یط بارکاری نوسانی، گزینهبازتاب داده و نشان داده است که برای شرا

 .بسیار مناسب است

 هاارزیابی چندمعیاره عملکرد مدل

بینی، های خطای پیشها، علاوه بر شاخصتر مدلبرای ارزیابی جامع

معیارهایی مانند زمان پردازش و مصرف حافظه نیز بررسی شدند. این معیارها 

افزاری محدود دارند و تهایی دارند که منابع سخای برای سازماناهمیت ویژه

 .به دنبال مدلی هستند که هم دقیق و هم کارآمد باشد

 
 ها در سه شاخص اصلی. مقایسه چندمعیاره مدل4جدول 

 MAE بینیمدل پیش

 (دلار)
زمان پردازش 

 )ثانیه(

 مصرف حافظه

(MB) 

 50 0.9 15.8 رگرسیون خطی

ARIMA 14.3 2.1 75 

 180 6.7 11.2 جنگل تصادفی

 LSTM 9.7 14.5 420 عصبی شبکه

مدل ترکیبی 

 پیشنهادی

7.2 9.8 310 

 
ارائه   MAE، مدل ترکیبی بهترین عملکرد را از نظر 4بر اساس جدول 

زمان پردازش و مصرف  ARIMA داده است، اما در مقایسه با رگرسیون خطی و

دهد که استفاده از مدل ترکیبی حافظه بیشتری دارد. این مسئله نشان می

، LSTM تر است. با این حال، در مقایسه باافزاری قوینیازمند زیرساخت سخت

ای گونهمدل ترکیبی تعادل بهتری میان دقت و کارایی برقرار کرده است؛ به

تری ارائه بینی پایینکه با مصرف حافظه و زمان پردازش کمتر، خطای پیش

 .داده است

اسب باید بر اساس شرایط این نتایج بیانگر آن است که انتخاب مدل من

هایی با منابع محدود، شاید استفاده از سازمانی صورت گیرد: برای محیط

هایی که دقت بالا اهمیت تر ترجیح داده شود، اما در سازمانهای سبکمدل

 .بیشتری دارد، مدل ترکیبی بهترین گزینه خواهد بود

 هامقایسه روند خطای نسبی مدل

)میانگین درصد خطای مطلق( در   MAPEخص تر، شابرای تحلیل دقیق

  LSTM، جنگل تصادفی، ARIMA) روزه برای چهار مدل اصلی ۲۰بازه زمانی 

 .بررسی شد (و مدل ترکیبی

 
 روزه 20ها در بازه مدل MAPE . تغییرات4نمودار 

 

ترین شود، مدل ترکیبی در تمامی روزها پایینطور که مشاهده میهمان

ها قابل داشته و ثبات عملکرد آن در مقایسه با سایر مدلرا  MAPE مقدار

افزایش یافته  (ARIMA) های آماریتوجه است. در روزهای میانی، خطای مدل

درصد رسیده است، در حالی که مدل ترکیبی توانسته  13و حتی به بالای 

نیز عملکرد خوبی داشته اما  LSTM درصد حفظ کند. مدل ۵خطا را زیر 

 .درصدی با مدل ترکیبی دارد ۲لاف همچنان اخت

تنها دقت بالاتری دهد که استفاده از مدل ترکیبی نهاین نتایج نشان می

دارد. این کند، بلکه خطای نسبی را در بلندمدت ثابت نگه میفراهم می

های پایدار و مطمئن هستند، بینیهایی که نیازمند پیشویژگی برای سازمان

 .اهمیت حیاتی دارد

 ها در محیط چندابریبی مدلارزیا

های ها در محیطترین اهداف این پژوهش بررسی کارایی مدلیکی از مهم

طور همزمان از خدمات ها بهاست؛ جایی که سازمان (Multi-Cloud) چندابری

ها به کنند. این محیطاستفاده می Azure و AWS دهندگان مختلف مانندارائه

ها، شرایط گذاری و معماری سرویسهای قیمتدلیل تفاوت در سیاست

 .کنندبینی هزینه ایجاد میتری برای پیشپیچیده

 
 (Azure و AWS) ها در محیط چندابری. مقایسه عملکرد مدل5جدول 

مدل 

 بینیپیش

MAE 
(AWS) 

MAE 
(Azure) 

RMSE 
(AWS) 

RMSE 
(Azure) 

MAPE 
(%) 

ARIMA 13.5 15.1 18.4 20.2 11.3 

جنگل 

 تصادفی

10.4 11.6 14.2 15.8 8.4 

 شبکه عصبی

LSTM 

8.9 9.5 12.6 13.1 6.7 

مدل ترکیبی 

 پیشنهادی

6.7 7.2 9.3 9.8 4.9 
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 Azure و AWS دهد که مدل ترکیبی در هر دو محیطنشان می ۵جدول 

در مدل ترکیبی کمتر از  MAE بهترین عملکرد را داشته است. میانگین خطای

دلار و برای  9نزدیک به  LSTM که این مقدار برایدلار بوده، در حالی 7

مدل ترکیبی در هر   RMSEدلار است. همچنین،  1۰جنگل تصادفی بیش از 

بوده که بیانگر توانایی بالای آن در مدیریت نوسانات و  1۰دو محیط کمتر از 

 .دهندگان مختلف استتغییرات قیمت میان سرویس

دهد که مدل ترکیبی پیشنهادی قابلیت نشان میها این یافته

های های چندابری با سیاستتواند در محیطپذیری بالایی دارد و میتعمیم

های دقیق و قابل اعتمادی ارائه دهد. چنین بینیگذاری، پیشمتنوع قیمت

ها در هایی که به دنبال کاهش ریسک و مدیریت هزینهقابلیتی برای سازمان

 .هنده ابری هستند، اهمیت فراوانی دارددچند سرویس

 هامقایسه نهایی دقت مدل

در  RMSE و MAE هایها، میانگین شاخصبندی عملکرد مدلبرای جمع

صورت نمودار همه سناریوها )پایدار، متغیر، شدید و چندابری( محاسبه و به

 .ستونی نمایش داده شد

 
 های مختلفمدلبرای  RMSE و MAE . میانگین خطای5نمودار 

 

 MAE دهد که مدل ترکیبی پیشنهادی در هر دو معیارنشان می ۵نمودار 

 ها داشته است. اختلاف میانگینعملکرد بهتری نسبت به سایر مدل RMSE و

MAE بین مدل ترکیبی و LSTM  دلار و اختلاف میانگین ۲.3حدود RMSE 

توانایی مدل ترکیبی دهنده توجه نشاندلار است. این بهبود قابل 3.۲حدود 

بینی و افزایش قابلیت اعتماد آن برای استفاده در در کاهش خطای پیش

 .هاستسازمان

های منفرد هرچند در کنند که مدلنتایج کلی این پژوهش تأکید می

های برخی سناریوها عملکرد خوبی دارند، اما در شرایط متغیر و محیط

ل، مدل ترکیبی توانسته با ادغام شوند. در مقابچندابری دچار محدودیت می

تر و بینی دقیقهای آماری و یادگیری ماشین، پیشنقاط قوت الگوریتم

 .پایدارتر ارائه دهد

 

 نتیجه گیری
بینی هزینه در های پیشهدف اصلی این پژوهش، تحلیل کارایی الگوریتم

سازی بودجه سازمانی بود. رایانش ابری و ارائه یک مدل ترکیبی برای بهینه

یک از های واقعی نشان داد که هیچها بر روی دادهنتایج حاصل از اجرای مدل

به پوشش کامل تنهایی قادر های منفرد آماری یا یادگیری ماشین بهمدل

های چندابری نیستند. در مقابل، ها در شرایط متغیر و محیطنیازهای سازمان

مدل ترکیبی پیشنهادی توانست با ادغام نقاط قوت هر دو رویکرد، دقت 

 هایطور معناداری افزایش دهد و میانگین خطا را در شاخصبینی را بهپیش

MAE و RMSE  درصد کاهش دهد ۲۵تا بیش از. 

تحلیل جداول و نمودارهای چندپارامتری نشان داد که مدل ترکیبی در 

 هایمحیط همچنین و شدید شرایط تا پایدار بارکاری از –سناریوهای مختلف 

شود دقیق داشته است. این ویژگی موجب می و پایدار عملکردی – چندابری

در تخصیص  های مؤثرتریها بتوانند با اتکا به این مدل، استراتژیکه سازمان

 .منابع و مدیریت بودجه اتخاذ کنند

علاوه بر دقت بالاتر، مدل ترکیبی توانست تعادلی میان هزینه محاسباتی 

های ای که استفاده از آن در محیطگونهپذیری برقرار کند؛ بهو قابلیت تبیین

توان نتیجه گرفت که توسعه و پذیر باشد. بنابراین میسازمانی عملی و توجیه

های ترکیبی نه یک انتخاب اختیاری، بلکه ضرورتی برای کارگیری مدلبه

 .های امروزی استهای ابری در سازمانمدیریت هزینه

های سازی مدلهای آینده به بررسی شخصیشود پژوهشپیشنهاد می

های ها و همچنین ادغام الگوریتمترکیبی متناسب با نیازهای خاص سازمان

 .تر شودویتی بپردازند تا مسیر تکامل این حوزه تکمیلنوین مانند یادگیری تق
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